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Abstract Causal mapping is often recognized as a technique to support strategic deci-

sions and actions in complex problem situations. Such drawing of causal structures is

supposed to particularly foster the understanding of the interaction of the various system

elements and to further encourage holistic thinking. It builds on the idea that humans make

use of mental maps to represent their environment and to make predictions about it.

However, a profound theoretical underpinning and empirical research of the effects of

causal mapping on problem solving is missing. This study compares a causal mapping

approach with more common problem solving techniques utilizing the standardized

computer-simulated microworld Tailorshop. Results show that causal mapping leads to a

worse performance in managing the Tailorshop and was not associated with increased

knowledge about the underlying system’s structure. We conclude that the successful

representation of the causal structure and the control of a complex scenario require the

concerted interplay of cognitive skills that go beyond drawing causal maps.

Keywords Complex problem solving � Causal maps � Causal mapping � Problem

representation

Within the applied managerial research literature causal mapping is often recognized as a

technique that supports thinking in complex problem situations where ‘‘everything seems

to be linked to everything else’’ (Bryson et al. 2004, p. xi). Causal mapping, i.e. graphically

modeling the causal structures of a problem, is expected to support complex problem
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solving (CPS) and strategic decision making (Fiol and Huff 1992) by helping people to

think effectively about what to do, how to do it, and why (Bryson et al. 2004). In particular,

modeling the causal structures of a problem is expected to foster the development of an

appropriate mental model, to support the problem solver in understanding the dynamics of

complex systems and to encourage holistic synthesis rather than reductive analysis (Huff

2002; Plate 2010; Sterman 2000). This assumption builds on the idea that humans make

use of mental maps to represent their environment and to make predictions about it (Bryson

et al. 2004). Consequently, causal mapping is understood as a visual way of thinking,

which many people find compelling, because it simplifies ideas and facilitates reflection

and meta-cognition (Huff 2002; Hyerle 2009).

Despite ambitious claims, research scrutinizing the role and value of causal mapping in

regard to problem solving and decision making is scarce (Doyle 1997; Lane 2008; White

2006). The aim of the present study is to enhance the understanding of causal mapping. We

report the findings of an empirical study that compares the effect of causal mapping on

performance in a CPS task with the performance while employing alternative problem

exploration strategies.

We begin with a short introduction of causal mapping and then highlight relevant

aspects of the research domain of complex problem solving. Next, we provide reasons why

causal mapping should improve problem solving and present our hypotheses.

Causal maps and causal mapping

Simply speaking, a causal map is a word-and-arrow diagram that indicates how ‘‘things’’

are linked to each other (Bryson et al., 2004) by representing the relationship between

assumed causes and resulting effects. Formally, causal maps consist of nodes (‘‘causal

concepts’’) and arcs (‘‘causal connections’’) (Scavarda et al. 2004). The arcs are marked

with respect to their causal connection (between cause and effect). A positive sign indi-

cates that an increase in the cause generates an increase in the linked effect. Alternatively,

colored arrows may be used to signal the positive or negative influence. Causal maps,

however, do not depict more elaborated forms of relations such as part-of relations, con-

ditions, simple co-occurrences, frame or property relations.

In their most simple form, causal maps can be moderation cards or post-its on flipchart

paper. More sophisticated computer programs have become available in recent years, with

which digital causal maps can be created. Most of these programs also offer presentation

and in-depth analytical capabilities (Bryson et al. 2004).

Whereas the basic principle is simple, causal mapping actually neither represents a

unitary construct, nor a standardized procedure, nor does it have a well-defined area of

application. For example, the research domain of political and strategic decision making

adapted causal mapping as a research method to analyze the reasoning of politicians

(Brown 1992; Montibeller and Belton 2006). In contrast, publications by Eden and col-

leagues deploy causal maps as an intervention method to change managerial thinking

(Eden, 1988; Eden et al. 1992, 1979; Eden and Huxham 1988). These authors further

emphasize causal mapping as a tool to help teams negotiate consensus (Bryson et al. 2004;

Eden 1988). Interestingly, the causal mapping literature remains vague about providing a

justification for the positive influence that causal mapping is expected to exert on CPS and

decision making. Beyond rather generic referrals to cognitive psychology, the literature

doesn’t tend to mention any specific theory. Whereas causal mapping is generally
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considered as a technique to aid mental model building, Doyle and Ford (1998, 1999)

argue that the term ‘‘mental model’’ is used within an ambiguous and not agreed-upon

framework.

Complex problem solving

Complex problem situations traditionally are characterized by five attributes (Dörner 1997;

Funke 2001, 2003, 2012): (1) large number of variables; (2) considerable connectivity

between the variables; (3) multiple, often conflicting goals; (4) goal states, involved

variables, and variables’ connectivity are non-transparent and concealed, and (5) the sit-

uation is dynamic in nature as it changes over time. In consequence, problem solvers need

to actively search for information, develop an understanding of mutual dependencies, and

identify essential components. They also need to consider time constraints. They have to

prioritize and make compromises (Funke 2012). Thus, complex problems typically do not

have a ‘‘single best solution’’ and are considered to go beyond individual processing

capabilities. Amongst other findings, Dörner (e.g., 1997) reports that problem solvers

facing complex situations tend to think in linear models of cause and effect, instead of

interrelated networks. Consequently, feedback loops and potential side effects of their

decisions are not taken into consideration. In this respect, findings in the domain of CPS

resemble findings in the domain of System Dynamics (Forrester 1961; Sterman 2000).

There has been a long debate in the CPS literature about the role of problem related

knowledge (e.g., Funke 2003; Kluge 2004; Süß 1996). On a broad level, a distinction is

made between action knowledge (‘‘how to control the system’’) and fact-related knowl-

edge, e.g. knowledge about a problem’s structure (Kluwe 1979; Preußler 1998; Süß 1996;

Wittmann et al. 1996). Kersting and Süß (1995) further distinguish four levels of declar-

ative structural knowledge identification requirements: (a) pure recognition of the exis-

tence of variables and relations between them; (b) recognition of which variable is cause

and which one is effect; (c) recognition whether the relation has an increasing or

decreasing causal effect; and lastly, (d) recognition of the relative strength of a relation-

ship. Dörner and colleagues (Dörner et al. 1983) suggested that problem solvers in par-

ticular need to increase their level of structural knowledge for successful problem solving.

Correspondingly, Preußler (1998) reports that better structural knowledge facilitated per-

formance in controlling a CPS task that makes use of linear structural equation systems and

artificial variables names (‘‘Bulmin’’ or ‘‘Ordal’’) to minimize the influence of prior

semantic knowledge. Research in the CPS domain has been closely intertwined with the

use of computer-simulated scenarios, so called ‘‘microworlds’’ (Funke 2001; Rigas et al.

2002). The use of microworlds enables researchers to create standardized dynamic problem

situations with task conditions, which are both realistic and semantically rich.

The microworld ‘‘Tailorshop’’ (Barth and Funke 2010; Danner et al. 2011; Funke 1983;

Kersting and Süß, 1995; Klocke, 2004; Putz-Osterloh and Lüer 1991; Wittmann et al.

1996) puts participants in the position of an autocratic manager of a shirt manufacturing

company. Over a period of twelve (simulated) months, participants have to make decisions

about the number of employed workers, manufacturing machines and retail shops, shirt

sales price, allocation of workers’ salaries, advertising costs and raw material purchase for

example. The changes made to the input variables affect the values of observable variables

in the next month, such as company value, monthly sales, machine damage, workers’

motivation and customer demand. The underlying structure of the Tailorshop is a proper
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linear structural model (Funke 2001). The Tailorshop scenario contains a relatively small

number of variables. The problem solver sees 21 variables, out of which 11 can be

controlled. The Tailorshop is considered a CPS task because the relations between vari-

ables are opaque to the problem solver. It contains hidden variables and is dynamic, so that

the company value decreases each month, even if the problem solver makes no changes

(Frensch and Funke 1995). The Tailorshop has been successfully used in some studies on

CPS (Barth and Funke 2010; Danner et al. 2011). An analysis of several microworlds by

Kluge (2004) observed high reliability and validity for the Tailorshop scenario. In addition,

Danner et al. (2011) used structural equation models to verify the reliability and validity of

the Tailorshop performance indicators.

Why should causal mapping improve problem solving?

The aim of this study is to investigate the effect of causal mapping on problem solving

performance. To consider how problem solving with the employment of causal mapping

differs from problem solving using other problem solving aids, this study draws on liter-

ature from the domains of cognitive and educational psychology.

Zhang (1997) suggests that problem solving is a cognitive task that benefits from a

distributed representation: an internal presentation in the mind of the problem solver and an

external representation. External representations are ‘‘knowledge and structure in the

environment’’ (Zhang 1997, p. 180), such as written symbols, or spatial layouts and dia-

grams. Grounded within the theory of distributed cognition (Hutchins 1990), Zhang argues

that external representations are not simply inputs and stimuli for building an internal

representation. Instead, external representations have important functions regarding

information perception and process activation. Therefore, the nature of a task with and

without the employment of an external representation is entirely different, even if the

abstract structures of the task remain the same (Zhang 1997; Zhang and Norman 1994).

However, Zhang (1997) also suggests a representational determinism: The form of the

external representation influences what information can be perceived and what processes will be

activated. This prediction is in line with assertions made by the theory of cognitive fit (Shaft and

Vessey 2006; Vessey 1991), which assumes that efficient problem solving is only accomplished

when the employed problem solving aids (tools, techniques, and/or external representations)

support the strategies and processes required to master the problem solving task.

The abovementioned arguments lead to the question, which types of external repre-

sentations exist and how they differ. Two commonly used types of external representations

are verbal (written) notes and visual-graphical images. According to dual coding theory

(DCT; Paivio 1971, 1986), different cognitive systems exist to encode verbal and non-

verbal (including visual) information. Problem solving is best supported by joint activity of

both systems (Mayer and Anderson 1991; Paivio 1986).

Larkin and Simon (1987) provide a more detailed analysis of the differences between

verbal and graphical-diagrammatical representations with regard to their structure, per-

ception, and processing. Differences between the two representational formats arise in the

ease of preserving information about relations among problem components and in the ease

and rapidity of inferences. Using an information processing approach, Larkin and Simon

(1987) further show that a diagrammatic representation decreases search efforts substan-

tially compared to a verbal representation. Thus, visual diagrams should facilitate problem

solving more than written notes, because they reduce the effort required to make inferences
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by assembling all pieces of information—at least for problem solving tasks that require an

explicit preservation of relations among its components, as in the Tailorshop scenario,

which consists of a fixed underlying causal structure. Correspondingly, Gobert and Cle-

ment (1999) report findings that a student group drawing diagrammatic pictures outper-

formed a student group generating written summaries in the conceptual understanding of

spatial-static aspects and causal dynamics in the domain of plate tectonics.

To summarize, the theoretical framework for external representation based problem solving

(Zhang 1997) outlines that external representations fulfill important functions during problem

solving. In consensus with cognitive fit theory (Vessey 1991), the framework highlights that not

just any external representation will result in improved performance. Instead, the format of the

external representation has to match the task at hand. DCT (Paivio 1986) and arguments from

Larkin and Simon (1987) emphasize differences in the information processing between lin-

guistic and visual-diagrammatic types of external problem representations and suggest that

visual diagrams should facilitate problem solving more than written notes.

Hypotheses

When dealing with complex problems, problem solvers need to manage the interconnec-

tivity between a large number of elements and the impact of feedback loops to not

overdose their actions and to avoid detrimental side effects (e.g., Dörner 1997; Sterman

2000). Because causal maps depict interrelated networks of causation, it is expected that

they constitute a form of external representation that particularly suits CPS tasks.

H1 Using a causal mapping approach during exploration of a CPS task is positively related

to enhanced problem solving performance—in comparison with problems solving attempts

using no external representation at all or using written notes as an external representation.

Enhanced problem solving performance may either result from an increased level of

declarative structural knowledge leading to sophisticated decisions and/or from acquiring

appropriate action knowledge (Süß 1996). Because causal mapping particularly forces

problem solvers to express perceived relations between problem variables (corresponding

to the first three levels of structural identification demands by Kersting and Süß 1995), it is

more likely that they increase their level of declarative structural knowledge than that they

acquire action knowledge. Correspondingly, Blech and Funke (2006) report findings that

problems solvers gained significantly more, and more precise, structural knowledge about a

CPS task when completing causal diagrams during the problem exploration phase than

participants who completed a causal diagram only once after the exploration.

H2 Using a causal mapping approach during the exploration of a CPS task is positively

related to increased problem solvers’ declarative structural knowledge about the under-

lying problem structure-in comparison with problem solving attempts using no external

representation at all or using written notes as external representation.

Method

To investigate the effect of causal mapping on CPS performance, this study compares the

average performance of three groups in the Tailorshop microworld. These three groups

employed different strategies during the Tailorshop exploration phase. Whereas the
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experimental group drew causal maps, control groups wrote short notes or explored the

system without the aid of an external representation.

Participants

The sample consisted of 91 participants (22 male, 69 female). 85 persons were under-

graduate students of varying subjects. Participants were recruited and tested at the

Universities of Heidelberg and Munich by the same experimenter. The average age ranged

from 19 to 57 years (M = 25.4, SD = 6.56). The two testing site samples did not differ

with regard to any other variable except for age. All participants received a compensation

of 7€ per hour and were randomly assigned to the first control group (CG1, N = 31), the

second control group (CG2, N = 29), or the experimental group (EG, N = 31). The three

groups did not differ significantly with respect to the distribution of sex and age. All EG

members were causal mapping novices as none had any experience in drawing or inter-

preting a causal map. Concerning power of the ANOVA F-test, the given sample size

allows to detect ,,large’’ effects (g2
p = 0.40) with alpha = 0.05 and power = 0.93 (com-

puted with G*Power 3 from Faul et al. 2007, under the assumption of equal group size).

Procedure

After entering the lab, all participants were asked to confirm that they had no prior

Tailorshop experience. Participants made a one-item self-assessment of business eco-

nomics knowledge and completed the verbal similarities task and the figural cubes task of

the Intelligence Structure Test (IST 2000-R; Liepmann 2007). Afterwards, CG1 and CG2

proceeded directly with the Tailorshop, whereas EG completed a short introductory

e-learning program about how to create a causal map using the software program Par-

menides Eidos Suite� (Parmenides Foundation 2011). The e-learning only involved the

very basic functions of the Situation Analysis module of the Parmenides Eidos Suite�

software package: how to create boxes, how to draw arrows and modify them, how to

identify feedback loops, and how to use the Highlight Neighbors function. No further

options, neither from the Situation Analysis module, nor any other modules of the Par-

menides Eidos Suite� were shown to study participants. This study should, therefore, not

be interpreted as an evaluation study of the Parmenides Eidos Suite� software. After

successfully drawing an example causal map, EG was asked to work on the Tailorshop.

The Tailorshop started with a short introductory video explaining all system variables and

showing participants how to manipulate these variables. Afterwards all groups were

instructed that they would work on the scenario in two parts. The first part comprised eight

cycles (‘‘months’’) for which participants were given the goal to explore the system and learn

the relations between the systems’ variables (exploration phase). The second part comprised

12 months. The participants’ task was to maximize the company value (performance phase).

Design

CG1 explored the system without making any notes. CG2 was instructed to write down

what they had learned about the relations between Tailorshop variables in short sentences

after each exploration month. To do so, participants used a second computer with a
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prepared form to type in their ideas. EG was asked to depict their acquired knowledge

about Tailorshop variables’ relations after each exploration month in a causal map.

According to the prior e-learning, they used the Parmenides Eidos Suite� Software on a

second computer to do this. After the exploration phase, all participants were asked to fill

out a knowledge test (T-KT1) with questions about Tailorshop system variables’ relations

before continuing with the performance phase (see Fig. 3).

During the performance phase, all participants worked exclusively on Tailorshop. Participants

of CG2 and EG were allowed to use their recorded notes or graphs. Eventually, after completion

of the Tailorshop performance phase, all groups filled out the knowledge test about the scenario

for a second time (T-KT2). The experiment ended with a short debriefing for all participants

concerning the purpose of the study. Figure 1 illustrates the experimental procedure.

Measures

Self-assessment economic knowledge item (SAEKI)

It is assumed that prior economic knowledge influences the Tailorshop’s performance

(Wittmann and Hattrup 2004). Therefore, with reference to Meyer and Scholl (2009), we

used the self-assessment of individuals’ prior business economic knowledge as a coarse

indicator. We asked participants to answer a single item in German language (‘‘Please

indicate your level of economic knowledge’’) on a 5-point Likert scale.

Intelligence-structure-test (IST 2000-R)

The verbal similarities task (IST-verbal) and the figural cubes task (IST-figural) of the IST

2000-R (Liepmann 2007) were used as indicators of participant’s verbal and figural

intelligence.

Control Group1 Control Group 2 Experimental Group

Tailorshop exploration 
phase

Tailorshop exploration 
phase

with monthly elaboration 
in written form

Tailorshop exploration 
phase 

with monthly elaboration 
in graphical form by 
drawing cause  maps

E-learning

Tailorshop Knowledge Test I 

Tailorshop performance 
phase

Tailorshop performance 
phase

using written statements 
as reference 

Tailorshop performance 
phase

using cause maps as 
reference

Tailorshop Knowledge Test II

Ti
m

e

Demographic & Control Variables

Fig. 1 Experimental Design
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Tailorshop

An updated version of the computer-based microworld Tailorshop (Danner et al. 2011) was

chosen to assess CPS performance (see the section about CPS above). The Tailorshop

scenario consists of 24 variables. 21 variables are displayed on the computer screen. Three

variables are hidden. The participants were allowed to manipulate eleven of them (see

black boxes in Fig. 2).

The exploration phase of the Tailorshop was modified to include a reminder for CG2

and EG to make their periodic notes. Similar to previous studies (Danner et al. 2011;

Meyer and Scholl 2009), two dependent Tailorshop measures were analyzed: First, the

variable difference in company value indicates participants’ total gain or loss in company

value between the beginning of the Tailorshop performance phase and its completion after

12 months. Second, the variable gain months indicates the number of months in which a

participant managed to increase the company value during the performance phase. This

second dependent Tailorshop measure is useful as a participant may gain profit during

some months of the performance phase, which, however, may be outbalanced by a single

large loss in another month.

Tailorshop Knowledge Test (T-KT)

Based on a measure of explicit knowledge about the Tailorshop (Kersting 1991; Kersting

and Süß 1995; Klocke 2004; Süß et al. 1993), a test assessing explicit declarative

Fig. 2 Variable structure of the Tailorshop scenario (see Danner et al. 2011). The black boxes highlight the
variables that can be controlled by the problem solvers
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knowledge about the structural relations between the Tailorshop system variables was

developed. The measure was administered in German language and consisted of three

subsections. A sample item of each section is depicted in Fig. 3. The individual internal

consistencies of the subsections were low (Section 1: 5 items, Cronbach’s a = .24; Sec-

tion 2: 4 items, Cronbach’s a = .62; Section 3: 15 items, Cronbach’s a = .64). However,

because the subsections significantly correlated with each other (r S1–S2 = .43, p\ .01;

Fig. 3 a Example item of the first section of the T-KT measure. Participants had to indicate which
statement of a-f is correct. b Example item of the second section of the T-KT measure. Participants had to
indicate which connection of a-f is correct. c Example items of the third section of the T-KT measure.
Participants had to indicate for each statement, if the statement is correct or false
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r S2–S3 = .43, p\ .01; r S1–S3 = .49, p\ .01) and a principal component analysis of all 24

items using varimax rotation revealed a one-factor structure (Eigenwert of 3.9) explaining

16.2 % of the total variance, the scores from all three sections were added up to calculate

an aggregate T-KT score per participant. Reliability analyses of this aggregated T-KT

score within the study sample yielded a satisfactory internal consistency of Cronbach’s

a = .75.

Results

We used the following analyzing strategy. First, we analyzed whether the groups differed

in exploration time, intelligence components and self-assessment economic knowledge

(SAEKI) (see Table 1). Second, we analyzed the general pattern of the dependent vari-

ables, the correlations between them, and controlled the influence of intelligence and the

SAEKI. Third, we finished with the analysis of the causal maps drawn in the experimental

group.

As Table 1 illustrates, the three groups showed very similar IST-verbal and SAEKI

scores. For the IST-spatial we found differences. Three separate one-way ANOVAs with

the between subject factor Group (CG1, CG2, EG) revealed no significant effect for the

dependent variables IST-verbal (p[ .10) and SAEKI (p[ .90). For the IST-spatial vari-

able, we found a significant effect, F(2, 88) = 4.92, p\ .01, g2
p = .10. Post-hoc com-

parisons (Scheffé) revealed significant effects between CG1 (M = 9.45, SD = 4.35) and

CG2 (M = 12.66, SD = 3.47), p\ .05.

Our procedure was separated into the exploration phase and the test phase. We found

the following differences in exploration time in minutes: CG1: 12.0 (SD = 4.3); CG2: 27.2

(SD = 7.3); EG: 35.3 (SD = 7.0). A one-way ANOVA with the factor Group, revealed a

significant difference between the groups, F(2, 88) = 107.03, p\ .01, g2
p = .71. Post-hoc

comparisons revealed significant differences between all of the groups (ps\ .01). There

were no differences between the groups with respect to the duration of the performance

phase. The participants needed about 13.4 min (SD = 7.8) to complete the task.

Table 2 shows mean (M) and standard deviations (SD) and the correlations of the

dependent variables across all participants. The analysis revealed some significant positive

correlations between the variables. The ‘‘Gain month’’ and both Tailorshop knowledge

variables showed positive correlations (T-KT1; r = .40; T-KT2, r = .34). Moreover, there

was a strong and highly significant correlation between the T-KT1 and T-KT2 values

(r = .84). There were also positive correlations, between the two ISI-subtests and the

T-KT1 and T-KT2 variables (see Table 2).

Table 1 Means (M), standard deviations (SD) of the used test variables: intelligence sub-tests (IST-verbal,
IST-spatial); Self-assessment economic knowledge item (SAEKI)

IST-verbal IST-spatial SAEKI

M SD M SD M SD

CG1a 11.10 3.60 9.45 4.35 2.23 .92

CG2a 11.55 3.43 12.66 3.47 2.24 1.02

EGa 11.35 3.10 10.32 4.30 2.29 .86

a NCG1 = 31; NCG2 = 29; NEG = 31
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We predicted that using a causal mapping approach during exploration of the Tailorshop

increases the problem solving performance in comparison with problem solving attempts

using no external representation or using written notes. Table 3 shows the dependent

variables across groups.

Figure 4 illustrates the differences in company value between the three groups. The

results show that all groups end up with a negative company value. The smallest loss was

found in the CG1 group. The EG showed the largest loss and the CG2 was in between.

A MANOVA with the between subject factor Group (CG1, CG2, EG) and the within

factor Tailorshop (gain months and difference in company value) and the covariates IST-

verbal, IST-spatial, SAEKI, revealed a significant main effect, Wilks’ k = .86, F(4,

168) = 3.4, p\ .05, g2
p = .07. There was no significant effect of the covariates found

(p[ .10). Univariate results revealed no significant effect for the variable gain months,

F(2, 88) = 1.34, p[ .05, g2
p = .03, but a significant effect of the variable difference in

company value, F(2, 88) = 3.41, p\ .05, g2
p = .07. Post-hoc tests (Scheffé) indicate that

CG1 (M = -29591, SD = 55288) and EG (M = 72814, SD = 65054) differed signifi-

cantly, p\ .05.

Our second prediction states that employing a causal mapping approach during

exploration of a CPS task is positively related with problem solvers’ explicit knowledge

about the underlying problem structure. A mixed ANCOVA with the between subject

factor Group (CG1, CG2, EG) and the within factor Knowledge (T-KT1, T-KT2) was

conducted. We controlled for intelligence with the covariates IST-verbal, IST-spatial and

SAEKI. The analysis revealed no significant main effect or interactions for the within

comparisons (ps[ .10). There was a marginal effect for the factor Knowledge, F(1,

84) = 3.48, p = .07, g2
p = .04. For the between subject analysis, we found a highly sig-

nificant effect of the covariate IST-verbal, F(1, 84) = 18.11, p\ .01, g2
p = .18, and a

marginal effect for the covariate IST-spatial, F(1, 84) = 3.61, p\ .01, g2
p = .04. There

was no effect for the factor Group (p[ .90).

Causal map analysis

We were interested in the quality of the drawn causal maps. All causal maps created by the

31 EG members were inspected. The level of complexity, operationalized by the number of

Table 2 Means (M), standard deviations (SD), and intercorrelations of study variables

Variable M SD 1 2 3 4 5 6

1 Economic knowledge 2.25 .93 –

2 IST-verbal 11.33 3.35 -.07 –

3 IST-spatial 10.77 4.25 -.01 .21* –

4 T-KT1 15.16 4.06 -.01 .45** .29** –

5 T-KT2 15.58 4.21 -.07 .40** .25* .84** –

6 Difference in company value -50 172 67 135 .09 .157 -.02 .31** .21* –

7 Gain months 3.55 3.83 .05 .183 .03 .40** .34** .83**

N = 91

* p[ .05; ** p\ .01 (2-tailed test of significance)
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connected boxes and used arrows varied greatly. The highest number of arrows was 41.

The lowest number was five. Only 18 out of 31 causal maps contained boxes called

‘‘account’’ and ‘‘company value’’, despite the instruction that the goal was to maximize the

company value. The mean number of boxes at the end was MBoxes = 15.65

(SDBoxes = 5.08). The mean number of arrows was MArrows = 19.97 (SDArrows = 8.30).

We determined the ratio of correct arrows through the total number of arrows. A ratio of

1.0 indicates that all arrows of the causal map show actually existing causal links between

Tailorshop variables. The mean ratio was .48 (SD = .20). On average about half of all

arrows displayed in a cause map met existing Tailorshop relations. These values are

positively correlated with the T-KT and both Tailorshop performance indicators. The total

number of boxes (r = .41, p\ .05) and the total number of arrows (r = .45, p\ .05), as

well as the number of correct arrows (r = .48, p\ .01) correlated with the T-KT, but not

with the two performance indicators. Furthermore, the ratio of correct arrows did not

correlate significantly with any of the dependent variables.

The temporal dynamics of the participants’ causal map-generation were also analyzed

and revealed different strategies. While some participants quite consistently added 1–3

boxes and corresponding arrows during each exploration month, other participants nearly

drew the entire causal map within the first 2 months and made only minor changes

throughout the remaining exploration phase.

Table 3 Means (M) and standard deviations (SD) of the dependent variables per study group

Difference in company value Gain months T-KT1 T-KT2

M SD M SD M SD M SD

CG1a -29 591.6 55 288.5 3.77 3.53 14.68 4.62 15.00 5.07

CG2a -47 967.4 75 073.5 4.24 4.09 15.90 3.83 16.14 3.49

EGa -72 814.9 65 054.3 2.68 3.83 14.97 3.68 15.63 3.91

a NCG1 = 31; NCG2 = 29; NEG = 31

Fig. 4 Study group’s means for the dependent variable difference in company value (error bars represent
mean’s standard error)
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Discussion

The goal of the study was to investigate the influence of using causal maps on the per-

formance in a CPS task. We assumed that causal maps might help to come up with a proper

problem representation (Newell and Simon 1972) helping to discover the key drivers that

increase the Tailorshop performance. Causal maps should also help to gain more explicit

knowledge about the complex scenario. Our results revealed that the causal mapping

approach neither led to the acquisition of more detailed explicit knowledge, nor to a better

problem solving performance. The results suggest that making the causal structure of the

problem explicit is not enough to increase performance in the Tailorshop scenario.

Our qualitative analysis of the causal maps demonstrated that participants in the

experimental group showed both fairly simple and static maps. Most importantly, some

persons fully neglected the central concepts ‘‘account’’ and ‘‘company value’’ in their

causal maps. Only about half of the drawn arrows met the underlying structure. In sum-

mary, it seemed that participants in the experimental group had difficulties to find the

proper problem representation, or only represented insufficient subparts of the problem.

Participants might have been in conflict between explicating the underlying problem

structure and controlling the scenario. The first goal might have lead to widespread

manipulations of very different variables with the aim of fully exploring the causal

structure. Additionally, the explicit inappropriate problem representation (Öllinger and

Goel 2010; Reitman 1964) might have been detrimental to identifying the significant

variables and might have potentially reinforced the application of inefficient solution

procedures, so that a mental fixation (Einstellung) could have occurred (Lovett and

Anderson 1996; Luchins 1942; Öllinger et al. 2008). This might also explain why the EG

showed no advantage in the explicit knowledge test (T-KT).

It seems that the naı̈ve control group took advantage of the fact that they did not have to

draw a general picture of the scenario. They could restrict their observation to testing

promising effect sequences and focus on the central variables of the scenario (Clariana

et al. 2013).

However, our data did not confirm that the CG1 relied only on implicit knowledge, as

Berry and Broadbent (1987) found for the control of a dynamic system task, because CG1

achieved the same level of explicit knowledge as CG2 and EG.

In our study causal mapping was not associated with greater acquisition of explicit

declarative knowledge. These results are in contrast to findings of Blech and Funke (2006),

where problem solvers completing causal diagrams during exploration of a CPS task

gained significantly more structural knowledge than participants completing a causal

diagram only once after the exploration. The crucial point that distinguishes our study from

the Blech and Funke (2006) study is that the latter uses a CSP task with only six variables,

whereas the Tailorshop includes 24 variables (see Fig. 2). This difference might indicate

that causal mapping can efficiently foster the extraction of the problem representation, if

the variable structure is simpler. For the Tailorshop this could imply that a longer

exploration phase would lead to a causal structure that adequately represents the problem

and, therefore, increases the performance at the end (Dörner et al. 1983).

Additionally, it could be helpful to give participants feedback on whether an assumed

causal relation is actually correct or not. This is in line with Van Meter and Garner (2005),

who concluded that the beneficial effect of drawing on learning may depend on particular

moderating conditions, such as receiving support during drawing rather than just getting

simple instructions.
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Limitation

We are aware that there might be alternative explanations for our data. The finding that the

three groups showed very different exploration times seems most important to us. This

might be an indicator for different exploration strategies and for the fact that participants

deal with different tasks. EG faced the task of finding a causal map for the scenario, CG2

searched for a written description of the scenario and CG1 aimed at finding out how to

control the task. Therefore, we propose that further research needs to disentangle the task

of extracting the causal structure of the scenario and the (different) task of controlling the

scenario.

Implications for theory

The causal mapping literature provides astonishing little profound theoretical argumen-

tation or frameworks for expected mechanisms and effects. However, the design of not

only effective, but also efficient interventions requires profound understanding of the

underlying mechanisms (Michie and Abraham 2004). The following paragraphs will

highlight two specific examples of research requirements.

Causal mapping is expected to foster the development of an appropriate mental model

to support the problem solver in understanding the dynamics of complex systems (Huff

2002; Plate 2010) and to use this deeper understanding for a successful system control.

Nevertheless, it remains unclear what kind of knowledge should be acquired through

causal mapping, how participants can use and exploit the acquired knowledge for con-

trolling a dynamic system and, as our study showed, under which conditions (e.g. size of

the problem space determined by the number of variables; exploration time; instructions)

causal mapping might be efficient. It is apparent from the discussions in the domain of CPS

that the role of different knowledge types and their interaction is not straight forward (e.g.,

Funke 2003; Kluge 2004; Preußler 1998; Süß 1996).

Zhang (1997) and Vessey (1991) highlight the requirement to match the external rep-

resentation with the task at hand. Based on arguments by Larkin and Simon (1987) our

study assumed that causal mapping provides a proper problem representation suitable to

complex problems, because causal maps emphasize information about relationships in

data. Nevertheless, this is a general assumption. It is necessary to clarify the notion of

‘‘cognitive fit’’ and to discover what type of external representation best visualizes which

distinct attribute of a problem. Given the existing evidence from educational psychology it

seems plausible that one type of diagrammatic representation cannot comprise all types of

problems. Hyerle (2009), for example, proposes to use eight different types of cognitive

maps to support different aspects of thinking—a format similar to a causal map is just one

of them.

Implications for practice

In our study, causal mapping novices did not benefit from causal mapping. This raises

some questions about causal mapping as a self-explaining, learn-as-you-go application.

Instead, people may need to practice the drawing and reading of causal maps to be able to

fully focus on the problem solving task at hand, estimating the given complexity in a
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realistic way and identifying the key drivers. Inexperienced users may benefit from the

input of an experienced teacher while drawing their causal maps, questioning them about

the impact or relevance of a particular causal relationship and providing detailed feedback.

A potential risk is, as we have seen, that causal mapping reinforces the learning of

wrong or non-existing relationships. Suspiciously rarely did EG members in our study

change a relationship between two elements in their causal map throughout the exploration

phase once it was graphically depicted. To overcome this risk, it may be useful to routinely

implement additional reflective steps to help problem solvers to reflect on depicted causal

relationships and think about potential alternative explanations.
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